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Chapter 15 
Thirty-Five Years of Computational 
Economics 

Robert Marks 

Abstract This chapter describes the evolution of my work in computational 
economics, from 1987 to 2020, as I submitted algorithms to play a generalisation of 
the iterated Prisoner’s Dilemma (IPD), applied a new method of machine learning 
(the genetic algorithm, or GA) to this, extended these techniques to trying to under-
stand and improve on asymmetrical seller behaviour in historical oligopoly pricing, 
generalised this to fully fledged agent-based models (ABMs), applied the GA to 
exploring the best method of decision making in uncertain situations, and finally as I 
used simulation to search exhaustively among decision-making methods with uncer-
tainty. This research program also led me to derive new techniques for validating the 
output of simulation models when the metric was ordinal (rather than the interval or 
ratio metrics usually encountered, especially in physics and engineering). At least 
since 1995, while undertaking this work, I have been involved with Distinguished 
Professor Shu-Heng Chen at many conferences, and with several publications and 
lectures. This chapter recounts this history. 

Keywords Decision-making · Strategic oligopoly · Simulation · Validation of 
patterns
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15.1 Tournaments to Explore the Iterated Prisoner’s 
Dilemma 

In 1987 I won the Second MIT Competitive Strategy Tournament.1 This was a three-
person pricing competition among imperfect substitutes, in which pricing low would 
increase sales but cut into profits. Just what my win led to, including my connection 
with Shu-Heng Chen, is recounted below. 

My 1978 Ph.D. thesis had been a theoretical study of the interactions of markets 
for output, labour, and non-renewable resources in the macro economy.2 This led 
to publications on energy and the environment. It did not lead directly to the work 
described below. From my teaching3 and interest in environmental issues, I was, 
however, taken with the Prisoner’s Dilemma (Marks 1998), thanks to Hardin’s (1968) 
“The tragedy of the commons” and Schelling’s (1978) Micromotives and Macrobe-
havior. As computers and computing had become more than a means of number 
crunching, and as the Internet had spread and enabled world-wide communication 
(even before the World Wide Web), the notion that it was possible to pit submitted 
algorithms to compete in a tournament, and that researchers from around the world 
could submit algorithms to compete was new. 

Political scientist Robert Axelrod had been the first to use this possibility seriously, 
the first on-line instance of what we now call crowdsourcing. In 1979 he invited 
submission of algorithms via email to play an IPD game in silico, in order to see 
whether the temptation to defect (in the one-shot game) could be avoided in the 
iterated game.4 

The Prisoner’s Dilemma is an example of a strategic situation where, in the one-off 
interaction, mutual defection D, D is the likely outcome, whereas mutual cooperation 
C, C is Pareto superior (Marks 1998). That is, the payoff to each player from C, C is 
higher than that from D, D. Could repetition result in C, C? This was a contention of 
Axelrod’s, who spelt this out in his 1984 book which asked how cooperation might 
have evolved in political systems. 

His research had begun in the late 1970s, with an investigation of the emergence 
of cooperative behaviour and social norms in Hobbesian societies. In Axelrod’s first 
tournament, Anatol Rapoport submitted a simple algorithm: start by cooperating and 
then mimic the other player’s action in the previous round. This strategy, now known 
as Tit for Tat, was very successful, outperforming all other strategies but for Always 
Defect (Axelrod 1980a).

1 I thank my marketing colleague at the Australian Graduate School of Management (AGSM), John 
Roberts, a recent MIT graduate, for alerting me to the Tournaments. 
2 It has recently been republished, with a new preface by Robert Solow (Marks 2018 and https:// 
www.agsm.edu.au/bobm/papers/2018prefaces.pdf). 
3 From 1977 to 1982 I taught AGSM 713 Management in Society on the MBA Program. See the 
1982 outline at https://www.agsm.edu.au/bobm/teaching/MinS82.pdf. 
4 Fourteen entries were submitted (by email) from three countries and five disciplines (Axelrod 
1980a). 

https://www.agsm.edu.au/bobm/papers/2018prefaces.pdf
https://www.agsm.edu.au/bobm/papers/2018prefaces.pdf
https://www.agsm.edu.au/bobm/teaching/MinS82.pdf
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Axelrod announced the outcome of Tit for Tat in his first tournament and 
announced a second. Despite entrants’ knowledge that Tit for Tat was very likely a 
competitor, no other submitted strategies outperformed it in the second tournament.5 

It was robust. But it is not always a winner: how well it does depends on the collection 
of competing algorithms in the round robin. 

As is now widely known, Axelrod’s tournaments revealed that one very simple 
strategy is robust in the IPD: Rapoport’s Tit for Tat, which cooperates on the first 
round of the iterated game, and then mimics its opponent. Tit for Tat can be char-
acterised as nice (start off cooperating), but easily provoked (defect after a single 
defect by its opponent), forgiving (a single cooperate by its opponent leads to its 
cooperating), and easily identified. 

I found Axelrod’s work fascinating, and, as an early user of the Internet myself,6 

I was intrigued by his use of it to research social interactions. 

15.2 Generalising Axelrod’s Iterated Prisoner’s Dilemma 
Tournaments 

In November 1984, MIT marketing professors Pete Fader and John Hauser decided 
to see whether Tit for Tat could be generalised in a three-person game with contin-
uous actions. They ran one and then another competitive strategy tournaments (Fader 
and Hauser 1988). The Tournaments modelled competitors’ decisions to price their 
outputs, which were imperfect substitutes: like a generalised Prisoner’s Dilemma, 
without collusion among sellers, in a once-off interaction, pricing low (that is, 
defecting) is likely to be the outcome, at some cost to their profits, whereas pricing 
high (that is, cooperating) would result in higher profits for all, if no-one priced low. 

I had been following Axelrod’s tournaments and, given the chance, I submitted a 
FORTRAN algorithm for the First Tournament, but it was trigger-happy: if any of 
the players priced low (equivalent to defecting), then it would price low and keep 
pricing low. It was not quite Always Defect, but close to it. 

The First Tournament was promising, but the organisers decided that it was 
flawed: their set-up had been too amenable to gaming, and so ran the Second Tour-
nament with a different profit function (additive, not multiplicative7 ). Before the 
September 1986 deadline for this, John Roberts and I ran a local tournament, the 
AGSM Double Auction Computer Tournament, with a prize of $500, using the soft-
ware from the Second MIT Tournament. The winner was Tony Haig (University

5 There were 62 entrants from six countries and eight disciplines, recruited through announcements 
in journals for users of small computers (Axelrod 1980b). 
6 My web site has not changed in appearance at all since June 1996. The earliest record of my use 
of the Internet is ten years earlier, on 5 June 1986, at https://groups.google.com/forum/#!topic/net. 
text/rvi_FPmQBTE (Thirty-five years later I still use the Free Software Foundation’s groff package 
for my text-processing needs: comes with all Macintoshes). 
7 Marks (1992b) presents these two profit functions. 

https://groups.google.com/forum/#!topic/net.text/rvi_FPmQBTE
https://groups.google.com/forum/#!topic/net.text/rvi_FPmQBTE
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of Western Australia). I then submitted an algorithm to the MIT Tournament; my 
algorithm won. 

How did my algorithm win, people would ask. Some insights into the IPD, I 
would answer, but also luck: the ecology of the Tournament was comprised of all 
the other algorithms submitted; this meant that there was no easy way of coming up 
with a winning algorithm, especially since the other algorithms were unknown at the 
start. But, given that all algorithms were attempting to maximise their profits, a Nash 
outcome was likely. 

The MIT Competitive Strategy Tournaments presented players with market condi-
tions which generalised from the RPD. The environment resembled a more compli-
cated version of the Iterated Prisoner’s Dilemma, but there were more than two 
players, and there were more than two moves, since the algorithms chose a price in a 
range, while knowing the previous prices chosen by all players, but without collusion 
over the prices in this period. 

As with the most productive research, there was an unanswered question: how 
had my algorithm won the 1987 MIT Tournament. It nagged at me. 

15.3 Enter Machine Learning: The Genetic Algorithm 

Mathematically, the problem of generating winning strategies in these interactions is 
equivalent to solving a multi-dimensional, non-linear optimisation with many local 
optima. In biological-evolution terms, it is equivalent to selecting for “fitness.” 

Indeed, in a footnote, Cohen and Axelrod (1984, p .40) suggest that: 

One possible solution may lie in employing an analogue of the adaptive process used in 
a pool of genes to become increasingly more fit in a complex environment. A promising 
effort to convert the main characteristics of this process to an heuristic algorithm is given 
by Holland (1975 [1992]). This algorithm has had some striking preliminary success in the 
heuristic exploration of arbitrary high dimensionality nonlinear functions. 

In 1987 I read a colleague’s copy of Induction, by Holland et al. (1986), which 
made a passing reference to some more recent work of Axelrod’s which found 
strategies for playing the IPD Tournament which resembled Tit for Tat.8 

Perhaps this work would shed light on my winning algorithm in the MIT Tour-
nament. I emailed Axelrod and he replied with a program (written in Pascal-VS by 
Stephanie Forrest, his R.A.) using a version of John Holland’s Genetic Algorithm, 
written in C. In an early example of a trans-Pacific code-sharing, I received the C

8 I thank another AGSM colleague, applied psychologist Bob Wood, who brought the book back to 
Sydney from California and fortuitously lent it to me. John’s and Bob’s suggestions were very much 
helped by the cross-disciplinary atmosphere of the AGSM, sadly now lost after it was destroyed by 
incoming Vice Chancellor, Fred Hilmer. 
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code for the GA from the the U.S. Naval Research Laboratories in Washington DC 
and compiled it on our Unix machine.9 

Mitchell and Forrest (1994) report what Axelrod did: 

Axelrod (1987) performed a series of experiments to see if a GA could evolve strategies 
to play [the IPD] game successfully. Strategies were encoded as look- up tables, with each 
entry (C or D) being the action to be taken given the outcomes of three previous turns. 

In Axelrod’s first experiment, the evolving strategies were played against eight human-
designed strategies, and the fitness of an evolving strategy was a weighted average of the 
scores against each of the eight fixed strategies. Most of the strategies that evolved were 
similar to TIT FOR TAT, having many of the properties that make TIT FOR TAT successful. 
Strikingly, the GA occasionally found strategies that scored substantially higher than TIT 
FOR TAT. 

To study the effects of a dynamic environment, Axelrod carried out another experiment 
in which the fitness was determined by allowing the strategies in the population to play with 
each other rather than with the fixed set of eight strategies. The environment changes from 
generation to generation because the strategies themselves are evolving. At each generation, 
each strategy played an IPD with the other members of the population, and its fitness was the 
average score over all these games. In this second set of experiments, Axelrod observed the 
following phenomenon. The GA initially evolves uncooperative strategies, because strate-
gies that tend to cooperate early on do not find reciprocation among their fellow population 
members and thus tend to die out. But after about 10–20 generations, the trend starts to 
reverse: the GA discovers strategies that reciprocate cooperation and that punish defec-
tion (i.e., variants of TIT FOR TAT). These strategies do well with each other and are not 
completely defeated by other strategies, as were the initial cooperative strategies. The recip-
rocators score better than average, so they spread in the population, resulting in more and 
more cooperation and increasing fitness. 

What I learnt was that, following up his own suggestion, Axelrod used Holland’s 
Genetic Algorithm (GA) to “breed” strategies in the two-person IPD game (Axelrod 
1987). He reported that the GA evolved strategy populations whose median member 
was just as successful as Tit for Tat, whom they closely resembled. I proceeded to 
teach myself Pascal-VS (I had learnt FORTRAN IV as an undergraduate and C later) 
and wrote a paper (Marks 1989a)10 that attempted to replicate what Axelrod had 
done. In particular, I “bred” strategies playing in six distinct niches: (a) a niche of 
Always Defect, (b) a niche of Always Cooperate, (c) a niche of Tit for Tat, (d) a 
5-rule niche described by Axelrod (1984, p. 199) that approximates his second IPD 
tournament, (e) an 8-rule niche from Axelrod (1987) that is a better approximation, 
and (f) the 5-rule Axelrod niche but with “noise” added, to simulate Nalebuff’s (1987) 
IPD game with imperfect information. I experimented with strategies of different

9 John Grefenstette’s GENESIS 4.5. In doing so, I was probably the first economist in Australia to 
compile a C program obtained via the internet: I thank the first AGSM guru, Iain Johnstone, for 
choosing Unix as our OS. 
10 An earlier version of Marks (1989a) was presented at the 1988 Australasian meetings of the 
Econometric Society, Canberra, 30 August 1988, under the title, “Breeding hybrid strategies: the 
Prisoner’s Dilemma computer tournaments revisited” (See Econometrica 57: 240, 1989, for the 
program). 
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complexities (depth of memory of past plays).11 Marks (1989a) was the one of first 
papers presented by an economist. 

using the genetic algorithm.12 

The six niches in Marks (1989a) are static. It was suggested to me by David 
Schaffer (I think) that the this work would be more interesting if the strategies (agents) 
competed not against static niches but against themselves, as they evolved.13 In Marks 
(1989b) I modelled this process.14 What to call it? Unaware. 

that the biologists had preceded me, I dubbed it “bootstrapping evolution;” but 
biologists (Ehrlich and Raven 1964) had called it “coevolution.” My experiments 
showed that coevolution would result in convergence to cooperative behaviour in 
several strategic interations (the simple IPD, an extended IPD, and a simple version 
of the second MIT Competitive Strategy Tournament). 

The genetic algorithm turned out to be a powerful computational method for 
searching for optima in spaces that were not amenable to calculus-based solutions, 
such as the oligopolistic pricing of the MIT Tournaments.15 

With David Midgley and Lee Cooper, I wrote several more papers using the 
GA to examine strategies in various strategic interactions, usually market-related, 
and latterly with heterogeneous agents (with multi-population GAs) (Marks 1989b, 
1992b, 2002a). We wrote several papers using the GA to explore optimal oligopolistic 
pricing (including Midgley et al. 1997, which, Shu-Heng Chen tells me, inspired 
Chen and Ni 2000). 

An issue arose when I attempted to compare the weekly prices obtained from 
simulating the asymmetric agents derived using the GA with the historical data.16 

How to measure a distance between the dynamic historical data and different sets 
of simulated agents interacting? This can be thought of as a means of verifying the 
simulation models derived from the GA. Trying to answer this question has led to a 
series of papers and presentations, including Marks (2013) and culminating in Marks 
(2019). This has turned out to be a fruitful line of research. 

So, from my win in the MIT Tournament, to my use of Holland’s pioneering GA, to 
exploring historical oligopolistic reactions with David Midgley and other marketing 
colleagues, to the puzzle of verifying simulation output which is patterns (ordinal 
metrics) rather than simple (interval or ratio) metrics, I believe I have contributed to 
the theory and practice of simulation.

11 Note that Tit for Tat is a one-round-memory strategy: no need for a deeper memory. 
12 Engineers had used the GA as a technique for optimising static functions. This was different. 
13 Another paper, Marks (1989b), was presented at the Allied Social Science Associations meetings 
under the auspices of the Econometric Society, on 30 December 1988, in New York. John Miller, 
a student at Michigan, wrote his Ph.D. on coevolution of automata playing the IPD; he published 
Miller (1986, 1989), and eventually Miller (1996). Other early economics papers to use GAs are 
Marimon et al. (1989), Miller and Andreoni (1990a, b), Holland and Miller (1991), Arifovic (1994). 
14 This paper was first presented at the North American Winter Meeting of the Econometric Society, 
New York, on 30 December 1988 (See Econometrica 57: 757, 1989, for the program). 
15 Oligopolies are markets with small numbers of sellers, each of whose actions in general affect 
the outcomes for other sellers, as well as for itself. 
16 See Marks (1992a) for discussion of the automata derived by the GA, and their simulations. 
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15.4 From Genetic Algorithms to Agent-Based Models 

Another line of research has been agent-based (AB) models: When the individual 
agents modelled by the GA are competing against each other, the GA is modelling 
the process of coevolution. GAs were originally used as means of seeking optimal 
solutions to static problems; Marks (1989b) and others adapted them to seek solu-
tions of coevolutionary strategic problems, such as the IPD and oligopolies with 
asymmetric players, where the fitness of an agent depends on the individual agents’ 
actions, that is, the state of the whole population of agents. 

When the interacting players face identical payoff sets and choose from identical 
action sets, a single population is satisfactory, since the GA processes that model 
learning among the individuals and between generations of the population are focused 
to the same end: faced with the same state of the interaction, any of the players would 
behave identically, and fitness is average (or discounted) profit. 

A single population was acceptable when the players were not differentiated and 
when the flow of information from parents to offspring at the genotype level was 
not an issue, but when the players are modelling heterogeneous actors—in realistic 
coevolution, for instance—each player requires a separate population, not least to 
prevent the modelling of illegally collusive, extra-market transfers of information. 
This is discussed in Marks (2012). 

For instance, Marks et al. (1999) develops an oligopolistic model with three (or 
four) interacting asymmetric sellers. The general model is still one of using a GA 
to search for automata (or mappings from past marketing actions to future actions 
for each seller, but now we use separate populations of agents, one population for 
each of the asymmetric sellers. This paper is one of the first to use the GA in an 
agent-based model (separate populations in the GA). 

From separate populations of asymmetric agents, it is a simple step to develop 
agent-based models (ABMs). With David Midgley (see Midgley et al. 2007), we 
discuss AB models in marketing, specifically the complex interactions among three 
types of agents—consumers, retailers, and manufacturers—that lead to market and 
economic outcomes such as consumer satisfaction, and retailer and manufacturer 
profits. We argue that AB modelling is more appropriate than previous methods, 
but that it requires “assurance:” verification and validation of the model. The paper 
discusses this at length. 

The work on AB models in economics led to an invitation from Peter McBurney 
and the editors of the journal to edit a special issue of The Knowledge Engineering 
Review, on agent-based computational economics. I asked Nick Vriend to be a co-
editor (promising him little extra work), and we approached economists and financial 
economists to contribute. The special issue included papers from many of the pioneers 
in ACE.17 One of the contributors was Shu- Heng Chen.

17 June 2012; Editors: Robert Marks and Nick Vriend. Papers by: Anufriev and Hommes (2012), 
Arifivic and Ledyard (2012), Cheng Chan and Du (2012), Fagioli and Roventini (2012), Ladley 
(2012), Marks (2012), Page (2012), Richiardi (2012), Wilhite and Fong (2012). 
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From 1997 to 2010 I was the General Editor of the Australian Journal of Manage-
ment, but, apart from three editorials (Marks 2002b, 2003, 2006b) and the invited 
papers Hailu and Schilizzi (2004) and Byde (2006), I did not focus on the topics of 
this chapter. 

15.5 The Issue of the Best Risk Profile for Risky Decision 
Making 

From my graduate studies, I had developed an interest in Decision Analysis, the use 
of mathematical tools to examine and prescribe decision making under uncertainty 
(Howard 1968). Given my publications using the GA, and my visits to the Santa Fe 
Institute in 1993 and earlier, in 1995 I was asked by John Casti to review a submission 
by George Szpiro to Complexity which used the GA to explore the best risk profile 
for a decision maker faced with uncertainty. To my MBA students, I had always 
taught that a slightly risk-averse profile was best: too risk-averse and the decision 
maker would pass up risky prospects (“nothing ventured, nothing gained”), but too 
risk preferring and the agent would sooner or later bankrupt itself. 

After I gave him some guidance about how the GA found its solutions (not so 
frequently on the boundaries of the feasible space), Szpiro found that slightly risk 
averse was optimal, at least according to the simulation of the GA, and the paper was 
published (Szpiro 1997).18 

But Szpiro had used an indirect method, despite my suggestion as referee that 
he explore using the GA to search more directly in the risk-profile space of utility 
functions.19 Instead, Szpiro’s agents are characterised by a variable (beta) which 
determines how many shares (in a simple market) they buy (or sell) in any period. For 
any model’s parameters (see Szpiro’s paper), there is a threshold dividend rate which 
determines whether agents should buy or sell. His GA model maximises each agent’s 
wealth as a function of the dividend rate, and examines the evolved beta as uncertainty 
rises. He argues that betas that jump from zero to maximum at the threshold dividend 
rate reflect risk-neutral agents (and this occurs with no uncertainty), but that betas that 
respond to an increasing dividend rate more gradually (with uncertainty) from zero 
to maximum exhibit risk aversion. His agents cannot exhibit risk preferring, they are 
only risk neutral or risk averse. He argues that his model produces optimised agents 
whose risk aversion rises as uncertainty rises.

18 Szpiro was later invited by Shu-Heng Chen to publish a chapter (Szpiro 2002) in the same volume 
that also included a chapter of mine (Marks 2002a). In later correspondence, after I had sent him a 
copy of Marks (2016), Szpiro told me that he was no longer involved in this line of research. 
19 Indeed, in his Footnote 6, Szpiro acknowledged my suggestion as referee to model agent automata 
as utility functions with explicit risk profiles, as an alternative to his approach (They could then, he 
allowed, be characterised as risk preferring, as well as risk neutral or risk averse). 
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I decided that one day I would follow my own advice and use the GA to try to 
confirm Szpiro’s conclusion. I did try, but ultimately found a different result: risk 
neutrality. 

Although I had previously (Marks 1989a and other papers) used a GA written in 
C, I decided to use the higher-level language NetLogo, with its support and graphic 
capabilities for the exploration of the best risk profile. Nigel Gilbert had implemented 
a genetic algorithm in NetLogo. The papers that followed presented the convergence 
results graphically.20 

The title of the paper (Marks 2015a) I presented in London in 2014 was “Learning 
to be risk averse?” which reflected my persisting belief that Szpiro’s results would 
hold with my more direct method of exploring the risk profile space for the best 
profile. Later that year I presented a revised paper (Marks 2015b) in Singapore, 
entitled “Searching for agents’ best risk profiles,” in which I concluded that for some 
utility functions (the wealth-dependent Constant Relative Risk Aversion function 
and the Dual-Risk-Profile function21 from Prospect Theory) the best functions could 
be shown to be slightly risk averse, but for the Constant Absolute Risk Aversion 
function risk neutral was best. 

In 2016, in a paper entitled “Risk neutral is best for risky decision making,” (Marks 
2016) I concluded that risk-neutral decision makers—whichever utility function 
was modelled—outperformed others when agents successively chose among three 
lotteries with randomly allocated probabilities and outcomes (two per lottery).22 

Nonetheless, I realised that the simulation experiments in these papers were not 
very clear for readers, who might find the concept of the genetic algorithm difficult to 
be convinced by and the statistical arguments unfamiliar. That the GA is searching for 
an optimum risk coefficient at a flattish apex also clouds the findings. Furthermore, 
NetLogo has its uses, but it lacks a reputation for exact scientific work. 

Although I had come to this line of enquiry by a quite independent route, as 
described above, I found that my path had crossed with Shu-Heng Chen’s: his paper 
(Chen and Huang 2008) also looks at this question of the risk profile of decision 
makers under uncertainty; he had come to it from his work in developing agent-based 
artificial stock markets.

20 I presented my evolving findings at the Complex Systems Research Summer School 2007 at 
Charles Sturt University in NSW and the 26th Australasian Economic Theory Workshop 2008 at 
Bond University in Queensland. 
21 For the DRP utility function, the risk profile is coded with two parameters, unlike the other two 
utility functions for which the search is in a single parameter space. See Sect. 3.3 in Marks (2020). 
22 The 2016 research used the NetLogo GA with the experimental setup: a population of 100 agents, 
each of which has a average winnings or a cumulative level of wealth, based on its risk profile and the 
successive outcomes of its 1000 choices among the lotteries; Each lottery is randomly constructed: 
the two payoffs (“prizes”) are uniformly chosen in the interval [−$100, +$100], and the probability 
is chosen uniformly from [0,1]; Each agent faces 1000 lottery choices, and its cumulative winnings 
is that agent’s “fitness” for the GA. The processes are stochastic. For each model we perform a 
number of Monte Carlo simulation runs to obtain sufficient data to analyse the results. 
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15.6 Simulation, Not Optimisation 

Is risk neutrality best for making decisions under uncertainty? That is, for choosing 
amongst lotteries, for each of which the possible prizes and the probabilities of 
those outcomes were known? The analysis using the GA suggested risk neutral was 
best, but the results were not convincing. I decided I would search the risk-profile 
parameter space exhaustively, using simulation rather than searching the space using 
the GA. Perhaps not as elegant, but I hoped for a clear answer. 

I decided not to continue using NetLogo (and certainly not to start coding in 
C); instead, I taught myself R.23 Using R I wrote code to simulate exploration in 
the risk-profile space for eight methods of choosing among risky outcomes.24 The 
paper that resulted (Marks 2020) demonstrates very clearly that risk-neutral decision 
makers outperform non-risk averse decision makers, whether CARA or CRRA or 
DRP utility functions (Marks 2020). 

Two of the eight methods for choosing the best of the eight lotteries, max- min 
and max–max, are straightforward: max–min chooses the lottery with the highest 
minimum possible payoff, while max–max chooses the lottery with the highest 
maximum. Think of them as the pessimist’s and optimist’s methods, respectively. 
But the simulations revealed a surprising result which demands further research: 
the (pessimist’s method) max–min, is almost twice as profitable as the (optimist’s 
method) max–max. Just why is not yet clear. But even max–min is only a fraction as 
profitable as the risk-neutral Expected-Value method. 

The question of which decision-making method gives the highest payoff in cases 
of uncertainty (where the possible pay-offs and their probabilities are known) is 
not, in general, amenable to closed-form solution. The answer is clearly that risk-
neutral methods are best, as exemplified by the Expected Value method. I believe 
that exploration of other experiments in decision making under uncertainty (with 
complete information) will confirm the generality of this conclusion. Will relaxing 
our assumptions of complete information about possible outcomes and their proba-
bilities result in different conclusions? This awaits further work. Marks (2020) was  
chosen for the Award for Best Paper at DECON 2019: the International Conference 
on Decision Economics, held in Ávila, Spain, on June 26−28, 2019.

23 R is a programming language and free software environment for statistical computing and graphics 
supported by the R Foundation for Statistical Computing. It is widely used among statisticians and 
data miners for developing statistical software and for data analysis. As of January 2021, R ranks 
9th in the TIOBE index, a measure of popularity of programming languages. 
24 See the R code at https://www.agsm.edu.au/bobm/papers/riskmethods.r. The R code sets up eight 
six-prize lotteries, with the prizes chosen randomly between +$10 and −$10. For each of eight 
methods of choosing one of the eight lotteries, there were 10,000 repetitions. See Marks (2020) for  
more details. 

https://www.agsm.edu.au/bobm/papers/riskmethods.r
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15.7 Connection with Shu-Heng Chen 

I believe I first met Shu-Heng Chen at the 1st International Conference on Computa-
tional Economics, held at the University of Texas, Austin, May 21−24, 1995. At my 
invitation, in 2000 he came to Sydney and gave a presentation, “Genetic program-
ming in the agent-based modeling of artificial stock markets,” at the AGSM, UNSW, 
on February 15, 2000. 

In 2001 he invited me to submit two papers for volumes that he was editing. 
The papers are Drake and Marks (2002) and Marks (2002a), published in Genetic 
Algorithms and Genetic Programming in Computational Finance and Evolutionary 
Computation in Economics and Finance, respectively. In return, some years later, as 
guest editor with Nick Vriend of the The Knowledge Engineering Review, a special 
issue on agent-based computational economics (ACE) (Marks and Vriend 2012),25 

I invited Professor Chen to contribute a paper, Chen et al. (2012).26 

In July 2005 we were both in Bielefeld (at the the International Workshop 
on Agent-Based Models for Economic Policy Design, ACEPOL05) when Akira 
Nakatame invited some of us (including Shu-Heng and me, and other contributors 
to this volume) to become members of the Editorial Board of the new journal, the 
Journal of Economic Interaction and Coordination, the official journal of the new 
association, the Society of Economic Science with Heterogeneous Agents.27 We have 
remained on the Editorial Board since then, and Shu-Heng is now co-editor. 

At Professor Chen’s invitation, in October 2005 I presented the Fourth Herbert 
Simon Seminar Series, on Agent-Based Computational Economics and Market 
Design, at the Artificial Intelligence Economics Research Center, Department of 
Economics, National Chengchi University, Taipei, and the National Kaohsiung 
University of Applied Sciences, Taiwan, on October 23−28.28 These lectures were 
published as Marks (2006a), which, Shu-Heng Chen tells me, inspired his later 
research on agent-based modeling of lottery markets (Chen and chie 2008). At his 
invitation in 2013, I delivered three tutorials on “Validating Simulation Models, 
and Multi-agent Systems in the Social Sciences” at the Computational Finance 
and Economics Technical Committee (CFETC) of the Computational Intelligence 
Society (CIS) of the Institute of Electrical and Electronic Engineers, Inc. (IEEE) in 
Singapore in April 2013.29 

25 I thank Peter McBurney and the editors of the KER for this opportunity. 
26 With over 270 cites in Google Scholar, this is Professor Chen’s second most cited paper. 
27 In November 2005 JEIC’s Editors in Chief: Akira Namatame, Tomas Lux, and Robert Axtell; 
Editorial Advisory Board: Mauro Gallegati, Masanao Aoki, and Alan Kirman; Editorial Board: 
Hideaki Aoyama, Yuji Aruka, Damien Challet, Shu-Heng Chen, Silvano Cinotti, Robin Cowan, 
Giorgio Fagiolo, David Green, Shouta Hattori, Dirk Helbing, Cars Hommes, Neil Johnson, Taisei 
Kaizoji, Sheri Markose, Matteo Marsili, Robert Marks, Denis Phan, Massimo Ricottilli, Erico 
Scalas, Frank Schweitzer, Didier Sornette, Hideki Takayasu, Leigh Tesfatsion, Zoltan Toroczkai, 
Bernard Walliser, David Wolpert, and Hirosi Yoshikawa. 
28 See my web page for these lectures, at https://www.agsm.edu.au/bobm/teaching/Taiwan.html. 
29 These tutorials are at https://www.agsm.edu.au/bobm/papers/IEEESingapore/tut01pr-3.pdf and 
https://www.agsm.edu.au/bobm/papers/IEEESingapore/tut02pr-3.pdf.

https://www.agsm.edu.au/bobm/teaching/Taiwan.html
https://www.agsm.edu.au/bobm/papers/IEEESingapore/tut01pr-3.pdf
https://www.agsm.edu.au/bobm/papers/IEEESingapore/tut02pr-3.pdf
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At Professor Chen’s urging, I submitted a paper to DECON 2019: the International 
Conference on Decision Economics, held in Ávila, Spain, on June 26−28, 2019. That 
paper, Marks (2020), was judged the Best Paper at the Conference. Professor Chen 
was one of the conference organisers, and co-edited the conference proceedings. 

Professor Chen’s simulation study (Chen and Huang 2008) examines the survival 
dynamics of investors with different risk preferences in an agent-based, multi-asset, 
artificial stock market. They find that investors’ survival is closely related to their 
risk preferences. Examining eight possible risk profiles, they find that only CRRA 
investors with relative risk aversion coefficients close to unity (that is, log-utility 
agents) survive in the long run (up to 500 simulations). This is not consistent with 
my findings in Marks (2020), whence I would expect risk-neutral agents to survive 
longer; these results remain to be reconciled. 

My records reveal that Professor Chen and I have met at conferences in Austin, 
Texas (1995), Geneva, Switzerland (1996), Orlando, Florida (1999), Lake Arrow-
head, California (2003), Kyoto (2004 and 2006), Bielefeld, Germany (2005 and 
2010), Sydney (2009), Singapore (2013 and 2014), London (2014), and Ávila, Spain 
(2019).30 Given our peripatetic movements (at least before COVID), there might 
well have been other occasions. 

15.8 Conclusion 

I have outlined how my research has evolved since 1987, the techniques I have 
used, and the results I have obtained. Moving from simple algorithms submitted to 
an in silico tournament of oligopolistic price competitors, to early adoption of the 
genetic algorithm in the Iterated Prisoner’s Dilemma, and then to examining histor-
ical, asymmetric oligopolistic pricing decisions with multi-population agent- based 
models, and then to using the GA to search for the best risk profile for decision

30 Respectively, the 1st International Conference on Computing in Economics and Finance (CEF 
1995), Austin, May 21−24; the 2nd International Conference of Computing in Economics and 
Finance (CEF 1996), Geneva June 26−28; GECCO-99: the Genetic and Evolutionary Computa-
tion Conference, Orlando, July 13−17; the 2nd Lake Arrowhead Conference on Human Complex 
Systems, March 19−22; the 3rd International Workshop on Agent-based Approaches in Economic 
and Social Complex Systems (AESCS’04), Kyoto, May 27−29; the First World Congress on 
Social Simulation, Kyoto, August 21−25; the International Workshop on Agent-Based Models for 
Economic Policy Design (ACEPOL05), Bielefeld, June 30−July 2; and Advances in Agent-Based 
Computational Economics (ADACE 2010), Bielefeld, July 5−7; the 15th International Conference 
on Computing in Economics and Finance, UTS, July 15−17; Towards Large Multiscale Simula-
tions of Complex Socio-Economic Systems of Heterogeneous Interacting Agents, the Society for 
Economic Sciences of Heterogeneous Interacting Agents (ESHIA), Nanyang, November 18−19; 
the 18th Asia Pacific Symposium on Intelligent and Evolutionary Systems (IES’2014); the IEEE 
conference on Computational Intelligence for Finance Engineering & Economics (CIFEr’2014), 
London, March 27−28; and DECON 2019: the International Conference on Decision Economics, 
at the 17th International Conference on Practical Applications of Agents and Multi-agent Systems 
(PAAMS), Universidad de Salamanca, Ávila, Spain, June 26−28. As well as his presentation at 
UNSW Sydney in February 2000. 
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makers facing uncertainty, to exhaustive simulations of this issue, I have encoun-
tered my friend Shu-Heng Chen many times, and greatly benefitted from his advice, 
invitations, and suggestions. 

If there is a moral for young researchers in all this, it is to follow one’s nose or one’s 
hunch. And listen to your students: several times students told me about research I was 
unaware of.31 It also helps to talk with researchers in other disciples—marketing, 
computer science, political science, applied psychology—and I was fortunate to 
have such colleagues, including Shu-Heng Chen. The resulting papers might not 
appear in Econometrica, but it is now possible to publish them on-line, and there 
are also a growing number of cross-disciplinary outlets, as the Internet affects the 
core disciplines. Above all, use your imagination—technical skills are all very well 
(necessary) but hardly sufficient: a desire to answer previously unanswered questions 
(or perhaps to answer questions that have never previously been asked) requires a 
bold imagination. 
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